
Quantitative results are evaluated on different domains 
in the VisDA2019 dataset.
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Motivation:
✦Parsing animals is important to our 
ecosystems and society.
✦Few large-scale animal annotated datasets.
✦Can we train animal parsing models using 
synthetic data which can generalize well on real 
world images?

Challenges:
✦Large domain gap between synthetic data and 
real data.
✦Synthetic data is limited by object diversity.

Synthetic data generation

Consistency-constrained Semi-supervised Learning

✦ Invariance Consistency:

✦ Equivariance Consistency:

✦ Temporal Consistency:

✦ Loss for the nth iteration:

✦ We propose a consistency-constrained 
semi-supervised learning framework (CC-SSL) to learn a 
model with one single CAD object. 
✦ We show that models trained jointly on synthetic and 
real images achieve better results compared to models 
trained only on real images when real image labels are 
available.
✦ We quantitatively demonstrate that models trained 
using synthetic data show better generalization 
performance than models trained on real-world images.
✦ We generate an animal dataset with 10+ different 
animal CAD models.

Quantitative results are evaluated on the TigDog dataset 
for both horses and tigers.
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PROPOSED METHODS GENERALIZATION

CONTRIBUTIONSHIGHLIGHTS

We randomize
✦ Textures
✦ Lighting
✦ Viewpoints
✦ Poses
✦ Background

2D POSE ESTIMATION
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